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PROBABILITY FUNCTION

. Probabﬂity — mass function (p.m.{.)

"Probability — density function (p.d.t.)

With the help of these functions , the
probabilities of the random variables can be
found for different values or different sets of

values.
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PROBABILITY — MASS FUNCTION

For a discrete random variable X, there exists a function
f(x) such that f(x) = P(X = x), x being the general value
of X.

A function of this type satisfying the conditions:
i) f(x)>0, for all x,

i) > f(x) =1,

is called the probability — mass function (p.m.f.)
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S, f(X)isap.m.t.

—A AX
f(x)=P(X = x) == I’l,x=o,1,2, ............ A>0
X
=0 . otherwise
Is it a probability mass function?
Proof: Here, f (x) =0 for all x.
o0 o0 —A X
e “A
and f(X) =
2 FO=2—
x=0 x=0
Y b
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PROBABILITY - DENSITY FUNCTION

For a continuous random variable X, there may exist a

function f(x) such that, for @ < b,

[ f(x)dx=P(a<X <b).

A function of this type satistying the conditions:
1) f(x)=>0, VX

and i) f(x)dx=1

is called the probability — density function (p.d.f.) of
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Is the following a probability density function?
f(x)=2x,0<x<1
=4-2X,1<x<2
=0, elsewhere

Proof: Here f(X)>0,VX and

[* £(x) dx=[ 2xdx+ [ (4-2x) dx

X X“ )\
=2. =] +| 4x—2.—
s ( 2]]1

=1+[(8-4)-(4-1D] =2 =1
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JOINT PROBABILITY - MASS FUNCTION

For a pair of discrete random variables X andY , a function f(x,y) , called

the joint probability — mass function of X andY, such that

f(x,y) = P(X =x,Y =y), x and y being the general values of X and Y,

and f(x,y) satisties the conditions :

) f(x,y)=>0,V X,y

and i) 33" f(x,y) =1
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JOINT PROBABILITY — DENSITY FUNCTION

For two continuous random variables X and Y , the joint

probability — density function, f(x,y), is such that :

f(x,y)dxdy=P(a< X <b,c<y<d)

O'—-.D_
QD e T

and f(x,y) satisties the conditions:

Df(Xx,y)=0,VX,y

and Ii) TTf(x, y) dxdy =1

—00—00
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MARGINAL AND CONDITIONAL PROBABILITIES

DISCRETE RANDOM VARIABLE:

If f(x,y) be the joint probability — mass function of X and Y, then
the marginal distribution of X andY are respectively given by :

g(x)=> f(xy), andh(y)=> f(xy)

The conditional distribution or array distribution of X given Y=y,

is given by f(x,y)
h

g(x/y)= , providedh(y) >0

The conditional distribution or array distribution of Y given
X= x, is given by

f(xy)
Mr. Pradip Panda,mgt}/l)!o%%eﬁt. of Statistieg,
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, providedg(x) >0




Continuous random variable :

If f(x,y) be the joint probability — density function of X and Y,

then the marginal distribution of X and Y are respectively given
by :
Y19 =] f(xy)dy andh(y)=]f(xy)dx
y X

If f(x,y) = g(x).h(y) , for all x and y , then the variables X and Y

are said to be independent.

Cov(X,Y) =] [ (x—a Xy —s )f(x.y) dxdy
=10y f0y) dxdy— s

Where, ﬂmttjwq X)dx and x4, = [ yh(y)dy

-
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Is the following a joint probability — density
function? If yes, examine whether the variables are
independent or not.

f (X, y):%(x+1)ey,0<x<1, y >0

=0, elsewhere

Solution: Here, f(x,y) >0, forall X,y and

ro r f(X,Y) dxdy:rrg(xﬂ)e‘ydxdy

_2r e Vdy. (x+1)dx=2[— ];[?zqux} =2.1§:1
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So, f(x,y) represents a joint p.d.{.

Marginal distribution of X is given by § g(x) = ro f(x,y)dy

_j (x+1)e™ dy :—(x+1)j e ydy_—(x+1)1 ——(x+1)

Marginal distribution of Y is given by h(y) = f; f(X,y) dx

:E%(Hl)ey dx dey"j(x-l—l) dx :gey.g =g’

Thus, f (X, y) Zg(x-l-l)ey =g(x).h(y) forall xand y.

So, the variables X andY are independent.
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If the joint p.d.f. is given as

f(x,y)=e7"7,x>0,y>0
=0 ,elsewhere

Find the covariance between X andY?
Solution: Marginal distribution of X is g (X) = I_oo f (X1 Y) dy
_ © —X
=g on eVdy =e 7, x>0

and g(x) = 0, otherwise
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Marginal distribution of Y is h(y) = f; f(Xx,y) dx
=e‘yj0 e*dx =e7,y>0
and h(y) = 0, otherwise

S E(X) = foo X. g(X).dX =IOOO X.e dx :IOOO e . x> dx

=12=1
Similarly, E(Y) = 1

E(XY) = f‘; f; xy f(x,y)dxdy = j: j: xy e ~*Vdx dy

= E(X).E(Y)=1
\ So ’ ﬁg}a{%}}i;is**ﬁpﬁf , Deptt. of Statistics,
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DISTRIBUTION FUNCTION

It is useful in finding the quantiles and is denoted by F(x).

F(x) =P(X <Xx)

Properties: ) ()< F(x)<1
1) F(—0) =0
1) F(0) =1
Iv) F(a) < F(b) fora<b
and v) F(x) Is right continuous
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For a continuous random variable X with p.d.f.

f(x),
Mean(u) = E(X) = Tx.f(x)dx

He
Median(,) is such that P(X < u,) = | f (x)dx =%.

—00

Mode(, ) Is the value at which f (x) IS max imum

Variance(c®) = E[X E(X)) = j(x 1)* f(x)dx

MPJ]PJA Pf‘UpJfXI(X)dX ,Ll
\ Serampore Colleg /




4 )

Mean deviation about 'a'= E(|X —al) = Hx—a\. f (x)dx

Moment of order r about 'a'= x_(a) = E(X —a)"

— [ (x=4) .f (x)0x

The distribution function F(x) Is defined as

F(x)=P(X <x)= | f(y)dy

f(x)= iI;F QQ]IE(X) IS a differentiable function.
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For a discrete random variable X with p.m.f. f (x),

Mean(u) = E(X) =) xP(X =x)=> x.f(x).

Median(,) Is that value of the variable which is

suchthat P(X < z,) < % <P(X <u,).

Mode(, ) Is the value of the variable with the
highest probability.

Variance(c®) = E[X —E(X)]* =) (x—u)*.T(X)
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:Z(X—,u)z.f(X) = sz.f (X)— 1.

Mean deviation about 'a'= E(|X —al) = > |x—al.f (x).

Moment of orderr about'a'= £ (a) = E(X —a)"
= (x—a)".f(x)
The distributon function F(x) is defined as

F(X)=P(X <x)=> f(y).

y<X
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Thank You
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